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1. Introduction

AN12123

LPC541xx is a mainstream and power efficient MCU sub-series within the LPC Cortex-M
microcontrollers, integrating dual core capability. Both LPC54102 and LPC54114 have
this feature. This application note focuses on LPC54114 as an example. However, there
are differences in the dual core implementation for these two devices that are explained
in this application note.

LPC541xx adopts an asymmetric dual core mechanism by integrating Cortex-M4F and
Cortex-MO0O+ within the same die. For detailed specification of these cores, see the
following documentations from ARM:

Cortex -M4 Processor Technical Reference Manual

Cortex-M4 Devices Generic User Guide

Cortex-M0+ Technical Reference Manual

Cortex-M0+ Devices Generic User Guide

This application note starts with a brief introduction of LPC541xx dual core features and
implementation, followed by details of the development process. MCUXpresso IDE and
MCUXpresso SDK are used to illustrate the steps.
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2. Features and implementation
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2.1 Features

The LPC541xx dual processor core features are:
¢ ARM® Cortex®-M4 CPU

(¢]

(¢]

o

(0]

ARM Cortex-M4 processor, running at a frequency of up to 100 MHz
Floating Point Unit (FPU) and Memory Protection Unit (MPU)

ARM Cortex-M4 built-in Nested Vectored Interrupt Controller (NVIC)
Non-maskable Interrupt (NMI) with a selection of sources

Serial Wire Debug (SWD) with eight breakpoints and four watchpoints; includes
serial wire output for enhanced debug capabilities.

System tick timer

¢ ARM® Cortex®-M0+ CPU

o

ARM Cortex-MO+ processor, running at a frequency of up to 100 MHz (using
the same clock as the Cortex-M4).

ARM Cortex-MO+ built-in Nested Vectored Interrupt Controller (NVIC)
Non-Maskable Interrupt (NMI) with a selection of sources
Serial Wire Debug (SWD) with four breakpoints and two watchpoints.

System tick timer

All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved.
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2.2 Implementation

See_Fig 1 for the block diagram of LPC5410x.
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Fig1l. LPC5410x block diagram
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See Fig 2 for the block diagram of LPC5411x.
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Fig 2. LPC5411x block diagram
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In LPC5410x and LPC5411x, both cores reside in the MCU AHB bus as master, whose
access priority can be configured depending on the user application. For the details of
the AHB master priority setting, see LPC5410x or LPC5411x user manual (Chapter 4:
System configuration).

Both cores run on the same clock up to 100 MHz and all the AHB/APB slaves such as
memory, timers, and other peripherals are available for them to access or control equally.
There are multiple SRAM banks available within the MCU that can be powered ON and
OFF individually for power saving and the two cores can access different SRAM banks
simultaneously without contention. However, there is only one flash memory block, so
one of the cores need to run its code in the SRAM.

The highlighted connections between the cores and memory in Fig 1 and Fig 2 show
that there are different memory implementations for the two parts. For LPC5410x, all the
memories (flash, and SRAM) are connected to its I-code and D-code bus. For
LPC5411x, only flash and SRAMX are connected to I-code and D-code bus. The rest of
the memories are connected to the system bus. Different bus connections on memory
may result to different performances. So, resource should be carefully allocated; see
Section 3.

Cortex-M4 contains three external AHB bus interfaces:

e |-code memory interface for instruction fetch

e D-code memory interface for data and debug access

e  System interface for instruction fetch, data and debug access

Cortex-MO+ has only one AHB bus interface, which connects to all AHB/APB slaves. For
detailed bus interface definition, see: Cortex -M4 Processor Technical Reference Manual
and Cortex-M0+ Technical Reference Manual.

This dual core architecture is asymmetric. The roles of the two cores are different within
the implementation. One core is the master and the other is the slave. Cortex-M4 acts as
the master CPU by default when the power is ON. Master CPU can disable or reset the
slave core, but not vice versa. Only master CPU can call the power APIs to cause the
MCU enter into low-power mode. Boot address registers and initial stack pointer address
registers are available for the slave CPU.There are boot address and initial stack pointer
address registers available for the slave CPU. Application can use these registers to
setup the appropriate boot and stack address for the slave CPU, which is different from
the master CPU. For the register description details, see LPC5410x or LPC5411x user
manual (System configuration of Chapter 4: Dual-CPU related registers).

Inter-core communication is supported by mailbox, allowing interrupt generation between
the two cores. Hardware mutex is also available for shared resource access, to avoid
contention. For the mailbox and mutex description details, see LPC5410x user manual
(Chapter 27: Mailbox) or LPC5411x user manual (Chapter 30: Inter-CPU mailbox).
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3. Design consideration

A dual core application should be developed with an aim to utilize its features effectively.
The application can be developed to provide better performance, high power efficiency,
reasonable labor division, or any customized requirement from the user.

3.1 Application task division

Cortex-M4 and Cortex-M0+ have different features and instruction sets, which enable
them for different applications and tasks. See Fig 3 for comparison diagram on
instruction set and architecture between Cortex-M serial cores.
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Fig 3. Instructions set comparison on Cortex-M cores

Cortex-M4 instructions are downward compatible with Cortex-M0+, and with
enhancements on advanced data processing and DSP instructions. If FPU is integrated,
as in the case of LPC541xx MCU, floating algorithm process can be handled efficiently
by Cortex-M4. Because of the rich instruction set and Harvard bus architecture, high
performance algorithm and data processing can be achieved with Cortex-M4.

Cortex-MO+ is based on ARMv6-M architecture which integrates basic data processing
instructions. With its short pipeline, it is suitable for simple 1/0 control tasks.
3.2 Resource allocation

The main principle for resource allocation of the two cores is ensuring high performance
parallel operation without contention. Memory allocation mainly depends on the task
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labor division. Since there is only one flash bank available in the LPC5411x MCUSs, one
of the cores should run its code and data in SRAM. The size of the SRAM is relatively
small. The flash memory should be allocated to the task-intensive core which is in most
of cases, Cortex-M4.

As mentioned in Chapter 2.2, LPC5411x has four SRAM banks. Only SRAMX is
connected to the Cortex-M4 D-code and I-code bus while the other three SRAM banks
(SRAMO, SRAM1, and SRAM2) are connected to the system bus. It is recommended
that SRAMX is assigned to Cortex-M4 for data or code storage. Since the four SRAM
banks are same from the perspective of Cortex-M0+, they are all connected to the
system bus.

T T ¥
| Db Intasface
USE F2 Syslam
device DMA
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A i Flash || Flash
\ accalarator 256 kB
; I_ Bool & driver
| ROM 32 kB
i SRAMX
t [ ; 32 kB
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! SRANZ |_B4kE |
T [ 32k8

Fig 4. LPC5411x memory allocation

Resource access contention between the two cores should be avoided in a real
application system using dual core feature. It is important for the application to allocate
resources properly to the cores. In cases such as data sharing where the same memory
area is accessed by both the cores, hardware mutex can be used to avoid race condition.

AN12123 All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved.

Application note Rev. 1.0 — 7 March 2018 9 of 33




NXP Semiconductors AN12123

LPC541xx dual core starting guide

4. Development process

This application note uses LPC54114 and MCUXpresso SDK to illustrate the dual core
development process. MCUXpresso IDE is a NXP MCU development and debugging
tool, which has free edition available for user to download and use. MCUXpresso SDK is
the software development package for NXP MCU serials, which includes various
peripheral drivers, middleware such as USB stack, LWIP and FATFS. SDK can be a
good start for user application development. MCUXpresso SDK can be downloaded from
the link: MCUXpresso SDK

and MCUXPresso IDE can be downloaded from the link: MCUXpresso IDE.

4.1 Configure and download SDK

After opening the MCUXpress SDK web page, user should first register as Guest and log
in.

1. Register and log in.

NXO MCUXpresso  OVERVIEW — TOOLS~  MANAGE =

Fig 5. MCUXpresso SDK page

AN12123 All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved.
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&  Sign In or Register
Signin
Email Address
Password

@ Remember me @

Forgot your password?

Not yet registered?

Start here to become a new member

Fig 6. Register and log in page

= ONLINE = =
——— — = e
o= -

register on nxp.com:

2. Create a new SDK configuration for LPC54114.

Config Settings

Specify optional middleware
and environment settings for
your configuration

Assign signals to pins, set
electrical properties, and
generate initialization code

Fig 7. Register and log in page

SDK Builder

Generate a downloadable
SDK archive for use with
desktop MCUXpresso Tools

Project Cloner

Download an existing
standalone SDK example
project

Clocks Tool

@ Setup the system clocks and

generate initialization code
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Click SDK Builder to start a new SDK configuration.

Create a New Configuration

Search by device, board, kit name and filter by supported middleware.

Search by Name

Search...

Select a Device, Board, or Kit

» Boards

b Processors

P Kits
Name your configuration
- Specify Additional Jump start your
Select Configuration Configuration Settings configuration
Fig 8. New SDK configuration
AN12123 All'ir tion provided in this document is subject to legal disclail © NXP Semiconductors B.V. 2018. All rights reserved.
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Choose LPCXpresso54114 for the new configuration.

Create a New Configuration

Search by device, board, kit name and filter by supported middleware.

Search by Name
Search..
Select a Device, Board, or Kit

¥ Boards
P Kinetis
¥ LPC
LPCXpresso54102
LPCXpresso54608
LPCXpresso54618
LPCXpresso54S618
P Processors

Name your configuration

LPCXpressod4114

- Specify Additional Jump start your
S atio _ N -
elect Configuration Configuration Settings configuration

Fig 9. LPC54114 SDK configuration

All information provided in this document is subject to legal disclail © NXP Semiconductors B.V. 2018. All rights reserved.

Application note

Rev. 1.0 — 7 March 2018 13 of 33




NXP Semiconductors

AN12123

LPC541xx dual core starting guide

AN12123

Click Specify Additional Configuration Settings to specify further settings. Choose

MCUXpreso IDE as the toolchain.

Configuration Settings

Specify included middleware, RTOS selections, and development preferences

Current Configuration

LPCXpressos4114 W

DEVE\OPEF Environment SEHIHQS
Selections here will impact files and examples projects included in the SDK Download and Generated Projects

Host 05 oolcham 7 I0E

Windows - MCUXpresso IDE hd

MCUXpresso IDE
Select Optional Middleware I1AR Embedded Workbench for ARM
Selections here will be included in your{  Keil MDK

leriphieral Tool seftings
All toolchains

2 tems selected 7 " Selected Middleware

FafFs, USB stack
4 Retum to Overview Go to SDK Builder Al LT
Conﬁgu[atll_ln

Fig 10. LPC54114 SDK configuration and MCUXpresso IDE
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Click Go to SDK Builder to complete the configuration.

SDK Builder

Generate a downloadable SDK archive for use with desktop MCUXpresso Tools.

Current Configuration

LPCXpressod4114 v

Review SDK Details

Items listed on the side panel will be included in your SDK download.
These selections can be edited using the Tools -» Configurations Settings page

This MCUXpresso SDK configuration is available for direct download

Download Now

Fig 11. LPC5114 SDK configuration

Package Name

SDK_2.2.1_LPCXpressoa4114

Download LPC54114 SDK.

Click Download Now and agree with the software terms and conditions. The

LPC54114 SDK will start downloading.
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Fig 12. SDK software terms and conditions

.
Software Terms and Conditions
Please read the following agreement and click "I AGREE" at the bottom before downloading your software.
EULA Software Content Register
LA_OPT_BASE_LICENSE v18 February 2017

IMPORTANT. Read the following NXP Software License Agreement ("Agreement”) completely. By selecting the “I Accept” button at the end of this page, you

indicate that you accept the terms of the Agreement and you acknowledge that you have the authority. for yourself or on behalf of your company. to bind your company
1o these terms. You may then download or install the file

NXP SOFTWARE LICENSE AGREEMENT

This is a legal agreement between you, as an authorized representative of your employer, or if you have no employer, as an individual (together “you"), and NXP B.V.
(“NXP"). It concems your rights to use the software identified in ihe Software Content Register and provided to you in binary or source code form and any
accompanying written materials (ihe “Licensed Software”). The Licensed Software may include any updates or error corrections or documentation relafing to the
Licensed Software provided to you by NXP under this License. In consideration for NXP allowing you to access the Licensed Software, you are agreeing to be bound
by the terms of this Agreement. If you do not agree to all of the terms of this Agreement, do not download or install the Licensed Software. If you change your mind
later, stop using the Licensed Software and delete all copies of the Licensed Software in your possession or control. Any copies of the Licensed Software that you

have already distributed, where permitted, and do not destroy will continue to be governed by this Agreement. Your prior use will also continue to be governed by this
Agreement

1 DEFINITIONS

1.1 For NXF, the term “Affiliate” means (i) any Person Controlled by NXP Semiconductors N.V. or (if) any Person Controlied by any transferee of all

or substantially all of the assets of NXP Semiconductors N.V., where “Controlled” means the direct or indirect beneficial ownership of more than fifty percent
(50%) of the voting stock. or decision-making authority in the event that there is no voting stock, in another entity; provided, any such Person described in
clause (i) or (i) shall be deemed to be an “Affiliae” only for so long as such Person is Controlled by NXP Semiconductors N.V. or such transferee. For the
purposes of this definition, “Person” is defined to mean “an individual, corporation, partnership, limited liability company, association, unincorporated
association, trust or other entity or organization. including a government or political subdivision or an agency or instrumentality thereof.

1.2 “Essential Patent” means a patent to the limited extent that infringement of such patent cannot be avoided in remaining compliant with the

technology standards implicated by the usage of any of the Licensed Software, including optional implementation of the standards, on technical but not -

| Agree Cancel

Import SDK project

After the LPC54114 SDK is available, user can open the MCUXpresso IDE to import the
dual core example project from SDK and start the development.

1.

Install LPC54114 SDK

Open MCUXpresso IDE and specify a directory for the workspace.

All information provided in this document is subject to legal di:
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F ™
. Eclipse Launcher u

Select a directory as workspace

MCUXpresso IDE uses the workspace directory to store its preferences and development artifacts.

Workspace: Didualcore_workspace - Browse...

[] Use this as the default and do not ask again
» Recent Workspaces

[ ok ]| Cconcel

Fig 13. Specify workspace for MCUXpresso IDE project

-
[ dualcore_workspace - Develop - Welcome page - MCUXpresso IDE

= B . |
File Edit Navigate Search Project Run FreeRTOS Window Help
ity Br-&-iF -0 -G P NENE TR ER(BUERD RIS LSS -RE |
i - B - - - Quick Access || 55 | )
5P 52 P.. iR S. T B @ Wecome 52 =g
eE - W files/#/C/NXP/MCUXpressolDE_10.0.2_411/ide/pages/registeredProEdition.htm

> B

A

MCUXpresso IDE (Pro Edition) is fully activated
Welcome to MCUXpresso IDE (Pro Edition). The software is now fully activated.

Product Documentation
# Help->MCUXpresso User Guide

Further product documentation is provided within the MCUXpresso IDE via the Help menu
= Help->Help Contents

UQ ®G @V %8 o = (@) Installe.. 2 | [ Properties [ Console [%] Problems [J Memory €3 Instructi. SWOTr.. B0 Power-...
o a|

MCUXpresso IDE (Pro Editic ' nstalled SDKs SOk 2. LPCipressosiste’ (2201 slready sdded a5 ‘2.

—Tre £ Toinstall an SDK, simply drag and drop an SDK (zip file/folder) into the 'Installed SDKS' view.

® Namme Ver... Location

t...
e #SDK 25 LPCXpressoS4608 220 (G,

B import SDK examples)...

& Import project(s) from file system.

LY 0
<« i v

Y]

The MCUXpresso IDE User Guide provides instructions for using MCUXpresso. This is also available from the Help menu:

00

m

Fig 14. MCUXpresso IDE workspace

Drag and drop to install LPC54114 SDK.
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() Installed SDKs & | [C] Properties ) Console [: Problems [] Memory 2 Instruction Trace SWO Trace Config B2 Power Measurement Tool

(@ Installed SDKs 'SDK 2.x LPCXpresso54608' ('2.2.0) already added as ‘zip'.

To install an SDK, simply drag and drop an SDK (zip file/folder) into the 'Installed SDKs' view.

Name Version Location

s SDK_2.x_LPCXpresso54608 220 @‘ SDK_2.x_LPCXpresso54608

Fig 15. SDKinstall

) Installed SDKs 52 (7] Properties [ Console [% Problems [J Memory 5 Instruction Trace SWO Trace Config &2 Power Measurement Tool

(@ Installed SDKs 'SDK 2.x LPCXpresso54608' (2.2.0') already added as ‘zip'.

To install an SDK, simply drag and drop an SDK (zip file/folder) into the 'Tnstalled SDKs' view.

hlame.

Version Location
( B SDK,Z.K,LPCXprEssoS4114) 221 G SDK_2x LPCXpresso5411
tH SDK_2x_LPCXpresso54608 220 @; SDK_2x_LPCXpresso5460

Fig 16. After LPC54114 SDK install

Import dual core project

After SDK installation, the dual core project within it can be imported. Click Import
SDK example(s).... from the Quick Start Panel.

Fig 17. Import SDK example

() Qui.. B=Gl.. (x=Va.. 9 Br.. Ou. = B O Qui. ®=al. Va.. ®g Br... Qu.. = O
. MCUXpresso IDE (Pro Edition) - . MCUXpresso IDE (Pro Edition) e
(_ioE | (_ioe

~ Start here ~ Start here

. New project... . Mew project...

Import SDK example(s)... Import SDK example(s)...

® Import project(s) from file system...

m

m

® Import project(s) from file system...

) )

's 's

i i

#* | RS |
&

# Quick Settings> >

& Quick Settings> >

12} 2 12} Z
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Choose LPCXpresso54114 board and click Next.

(@ Importing project(s) for device: LPC54114)256 using board: LPCXpresso54114

. Board and/or Device selection page

~ SDKMCUs Available boards
MCUs from installed SDKs Please select an available board for your project.
NXP LPC541141256 Supported boards fer device: LPC541141256
4 LPCSALx
LPC541141256
b LPCSa6

popressoSa114

|| | Selected Device: LPC54114)256 using board: LPCXpresso54114

SDKs for selected MCU

%% 2

Target Core: multicore device with cores: cortex-md cortex-miplus Name Version Location
Description: The LPC5411x are ARM Cortex-M4 based microcontrollers for embedded 1 SDK 2. x_LPCXpresso54114 221 @ <Default Location> /SDK_2.x_LPCXpresso5
applications.
@ < Back Next > Finish Cancel

S

Fig 18. LPCXpresso54114 board

AN12123

Choose project hello_world in the multicore_examples, and click Finish. The

dualcore example is imported in the workspace.
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SDK Import Wizard e

/i, The source from the SDK will be copied into the workspace. @
If you want to use linked files, please unzip the ‘SDK_2.x LPCXpressoS4114' SDK. The advanced options page is disabled when either more than one project has been
. Import projects

Project name prefic (1, ecccciity 7 | Project name suffic

&
Use default location
Location: | D:\dualcore_workspace\lpoxpresso5d114_ Browse..
Project Type Project Options

CProject (0 C++ Project () C Static Library () C++ Static Library []Enable semihost

Copy sources
[C]Import other files

Examples wl L A% @B

type to filter

Name Version

| b [] E cmsis_driver_examples

> [] & demo_apps

» Bl E driver samples
4 @ Z multicore_e@mples
» erpc_matrix_multiply
7
md : The following linked examples will be sutomatically imported: cmoplus;
o [
I3 D pmsg_lite_pingpong
» [ E usb_eamples
@ < Back Nea> | [ Finish ][ Cancel

Fig 19. Multicore example “hello_world”

Imported multicore example master and slave project.

[ Projec... &2 Perip...  1iii Regist... Symb.. — B

=5 lpcxpresso54114_multicore_examples_hello_werld_cmOplu
(=5 lpcxpresso5d114_multicore_examples_hello_world_cmd

Fig 20. Imported multicore projects
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4.3 Configure multicore project

Multicore development requires two projects, one for master and the other for slave.
Ipcxpresso54114 multicore_examples_hello_world_cmOplus is the slave project for
Cortex-MO+. Ipcxpresso54114 multicore_examples_hello_world_cm4 is the master
project for Cortex-M4.

e Master project setting
See Fig 21 for the project setting of master projects. It has LPC54114 as the
MCU and Cortex-M4 as the core. Flash is assigned for code allocation and

SRAMO(or RamO_64) is the default data allocation memory. Other SRAM
banks should be specified by the application or multicore option for data

allocation.
B Properties for Ipcxpresso34114_multicore_examples_hello_world_cmd l ) (et
type filter text MCU settings Lrewr
» Resource
Builders Available parts
a4 C/C++ Build
Build Variables \IDE J
Environment ~+ SDK MCUs
Logging MCUs from installed SDKs
MCU settings
Settings NXP LPC54114)256
Tool Chain Editor 4 LPC5411x
» C/C++ General LPC54114)256
Project References > LPC546c

Run/Debug Settings

} Preinstalled MCUs

Target architecture: cortex-md

L Memory details (LPC54114)256)*
Default flash driver:

}ﬁ Mame Alias Location Size

Flash MFlash256 Flash 00 040000
| RAM Ram0_b4 RAM 020000000 010000
RAM Raml_90 RAMZ 020010000 0:16800
RAM rpmsg_sh_mem RAM3 0x20026300 01800

Driver

LPC5411x 256K.cfx

W Rami_32 RANY 0x4000000 0x8000
[Restore Defaults] [ Apply ]
'i?,\,' [ QK ] [ Cancel ]

Fig 21. Cortex-M4 master project setting

SRAM1(or Ram1_90) is assigned for slave project according to multicore option
setting. This memory space is used for Cortex-M0+ project code and data
allocation, which should be in accordance with the slave project setting. The
slave project is also associated to the slave application(object) setting.
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I —
%) Properties for Ipcxpresso54114_multicore_examples hello_world cmé . o
typefiter text Settings G-

> Resource
Builders
4 C/Ce+ Build Configuration: |Debug [ Active] | [ Manage Configurations
Build Variables
Environment
Logging & Tool Settings | & Build steps | " Build Artifact | (5} Binary Parsers | © Eror Parsers|
MCU settings
Settings 4 BB MCU C Compiler Mutticore slaves
“Tool Chain Editor % Dialect rename  Master memory region  Sleve application (object)
» C/Ce+ General 3 Preprocessar MOSLAVE RAM2 Slworkspace_locylpoxpresso54114_multicore_examples_hello_world_cmlplus/S{ConfigMame}/lpespressof[L.)
Project References 52 Includes
Run/Debug Settings i3 Optimization
£ Debugging
8 Warnings
5 Miscellaneous
i Architecture
4 1 MCU Assembler
(5 General
(5 Architecture & Headers
4 8 MCU Linker
3 General
5 Miscellaneous
13 Shared Library Settings
1 Architecture
5 Managed Linker Script
% Multicore
Restore Defaults Apply
®

e Slave project setting

See_Fig 23 for the Cortex-MO0+ slave project setting. SRAM1(or Ram1_90) is
the default memory space for code and data allocation, which is in accordance
with the multicore option setting of the master project. Other SRAM banks
should be specified in the application for specific data or code allocation.
Because these banks are shared between the two projects, care should be
taken to avoid data access contention. If two cores try to access the same RAM
bank simultaneously, arbitration is carried out and only one core can gain
access at a given time. The other core will have to wait for access.
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. B
. Properties for lpcxpresso54114_multicore_examples_hello_world_cmOplus [' ol g
MCU settings M T

» Resource
Builders . Available parts
4 C/C++ Build Lo )
Build Variables
Environment ~ SDK MCUs
Logging MCUs from installed SDKs
MCU settings
Settings NXP LPC54114)256
Tool Chain Editer a LPC5411x
> C/C++ General LPC54114)256
Project References > LPCS46m

Run/Debug Settings

» Preinstalled MCUs

Target architecture| cortex-m0plus

Memory details (LPC54114)256)*
Default flash driver:

/ﬁ;_te Mame Alias Location Size Driver
RAM Ram1_90 RAM 020010000 0x16800
RAM rpmsg_sh_mem RAMZ (20026800 01800
RAM Rami_32 RAM3 04000000 0x8000

W Refresh MCU Cache

[Restore Defaultsl [ Apply I

® [ OK ] [ Cancel ]

Lk

Fig 23. Cortex-MO+ slave project setting

4.4 Debug multicore project
1. Compile the project
Click to choose the master project

Ipcxpresso54114 multicore_examples_hello_world_cm4, and then compile it.

AN12123 All information provided in this document is subject to legal disclail © NXP Semiconductors B.V. 2018. All rights reserved.

Application note Rev. 1.0 — 7 March 2018 23 of 33




NXP Semiconductors

AN12123

LPC541xx dual core starting guide

AN12123

Eile Edit Source Refactor Navigate Search Project RBun  FreeRTOS  Windo

J=RaIE TS -EAY B
[ Project Explo... 2 |2, Peripherals+ U} Registers £ Symbol Viewer = 08
aE ~
s (25 Ipcxpresso54114_multicore_examples_hello_world_crmplus

@ Ipcxpresso54114 multicore_examples_helle_world_c m?:)

Fig 24. Compile the master project

The slave project is associated with the master project. So, it will be compiled first
and then the image data will be linked into the master image file. Fig 25 is the
compiled statistics for the slave project. The text section size is 6746 Bytes, which
will be integrated into master project as data section assigned to SRAM1(or
Ram1_90).

Building target: lpcxpressoS4114 multicore_examples_hello_world_cm@plus.axf
Invoking: MCU Linker
arm-nene-eabi-gcc -nostdlib -L"D:\dualcore_workspace\lpcxpresso54114 multicere_examples_helle_world

Memory region Used Size i z ed
Raml 98: 15212 B 98 KB 16.51
rpmsg_sh_mem: @ GB 6 KB a.ea%
Ram}_32: @ GB 32 KB 8.88%

copy from ~lpcxpresso54114 multicore_examples_hello_world_cm@plus.axf® [elf32-littlearm] to ~lpcxpr
Finished building target: lpcxpressoS54114 multicore_examples_hello_world _cm@plus.axf

make --no-print-directory post-build
Performing post-build steps

arm-none-eabi-size “"lpcoxpressoS54114 multicore_examples_hello_world_cm@plus.axf™; # arm-none-eabi-ob:

data bss dec hex filename
6756 ] 8456 15212 3b6c lpcxpressoeS4114 multicore_examples_hello world cmBplus.axf

Fig 25. Slave project text size

Fig 26 is the compiled statistics for the master project.
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Building target: lpcxpresso54114 multicore_examples_hello_world_cmé.axf
Invoking: MCU Linker
arm-none-eabi-gce -nostdlib -L"D:\dualcore_workspace\lpcxpresso54114 multicore_examples_hello_w

Memory region Used Size Region Size Xage Used
MFlash256: 28288 B 256 KB 7.74%
Ram@_g&4: 8472 B a4 KB 12.93%

CHaml _00: 5756 B CENE] 7.39%
rpmsg_sh_mem: B GB 6 KB 8. 88%
RamX_32: @ GB 32 KB a.ee%

Finished building target: lpcxpressoS4114 multicere_examples_hello_werld_cmd.axf

make --no-print-directory post-build

Performing post-build steps

arm-none-eabi-size "lpcxpressoS54114 multicore_examples_hello_woerld_cmd.axf"; # arm-none-eabi-ob
text data bss dec hex filename
28276 4 8468 28748 784c lpcxpressoS41l14 multicore_examples_hello_world_cmd.axf

Fig 26. Master project compiled results

Debug the projects

Connect the LPCXpresso54114 board to the host PC via the debug interface J7
using USB cable. Choose the master project
Ipcxpresso54114_multicore_examples_hello_world_cm4 and click the debug
command.

All information provided in this document is subject to legal disclaimers. © NXP Semiconductors B.V. 2018. All rights reserved.

Application note

Rev. 1.0 — 7 March 2018 25 of 33



NXP Semiconductors

AN12123

LPC541xx dual core starting guide

AN12123

[ Project Explo... &2 Peripherals+ [l{ Registers .| Symbol Viewer
(o Fro) P P 5 fiie,) 2

= 0

alE -

b (5 Ipcxpresso54114_multicore_examples_hello_world_cm0plus
@' Ipcxpresso54114 multicore_examples_hello_world_cméd D

(1 Quickstar... (= Global V... (%)= Variables ®g Breakpoi... - Outline

. MCUXpresso IDE (Pro Edition)
|_IoE |

~ Start here

. Mew project..

. Import 5DK example(s)...

® Import project(s) from file system...

Q Build 'lpcxpresso54114_multicere_examples_hello_world_cmd' [Debug]

5\( Clean 'lpcxpresso54114_multicore_examples_hello_world_cmd' [Debug]
@Debug '|pcxpresse54114_multicere_examples_hello_world_cméd' [Debug]

o
e

B Edit 'Ipcxpresso54114_multicore_examples_hello_world_cméd' project settings

Fig 27. Debug master project

m
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-
- Probes discowvered

Connect to target: LPC54114J256
1 probe found. Select the probe to use:

Available attached probes

Mame Serial number/ID Type Manu... IDE Debug Meode
- LPC-LIMNKZ CMSIS-DAP V51  A000000002 LinkSen MNXP Ser MNon-Stop
||
L
"
||
| |
Supported Probes (tick/untick to enable/disable)
=] MC LUK presso IDE LinkServer (inc, CMSIS-DAP) probes
P&E Micro probes
||
I SEGGER J-Link probes

Probe search options

[¥] Rermember my selection (for this Launch cenfiguration)

1 ® [ (=14 ] [ Cancel

b

Fig 28. LPC-Link2 debugger discovered

The program will be stopped at the first statement of the main () function.

EX P HBARRS L AFER-0-A-|e® - FREME-H-w oo~

ewer = B 45 Debug
B = a [B Ipoxpresso54114_multicore_examples_hello_world_cmd LinkServer Debug [C/C++ (NXP Semiconductors) MCU Application]
4 [ Ipopresso54114_maulticore_examples_hello_world_cmé.ax [LPCS41141256 (cortex-md)]
4 4P Thread #11 (Stopped) (Suspended : Breakpoint)
= main{ at hello_world_core0.c87 0:98a

=52 | ®-&/-REin|m

[ Project Explo... 37 Pe

> (25 IpopressoS4114_multicore_examples_hello_world_cm0plus
4 (5 Ipoxpresso54114_multicore_examples. hello_world_cmd

> 42 Binaries
b &) Includes 4 arm-none-eabi-gdb (7120.20161204)
> G5 CMsIs
> G5 board
> @B d
g g Ul::r“ (&) fslpowerh | [£) hello_world_core0.c 57 | (gh Welcome
4 68 source 79 #endif
> [8 hello_world_cored.c :ff .
b L8 startup 82 * @brief Main function
b 5 utiliies 83 */
> (= Debug 4% int main(void)
b € doc 2 . :
& libs 86 /* Define the init structure for the switches®/
=4 87 gpio_pin_config_t sw_config = {kGPIO DigitalInput, ©};]
[ tpoxpressos4114_multicore_examples_hello_world_cmd LinkServer Debuglau 55 - - -
[ tpoxpressost114_multicore_examples_hello_world_cmd LinkServer Releaselau 59 /* Init board hardware.*/
50 /= attach 12 vz clock to FLEXCOMMD (debug console) */
91 CLOCK_AttachCLk(KFRO12/1_to_FLEXCOME);
52
93 BOARD_InitPins_Cored();
94 BOARD_BootCLockFROHFABH() 5
55 BOARD_InitDebugConsole();
96
57 /= Init switches */
95 GPTO_PinInit(BOARD_SW1_GPIO, BOARD_SKI_GPIO_PORT, BOARD_SWL_GPIO_PIN, &sw_config);
99 GPIO_PinInit(BOARD_S2_GPIO, BOARD_SW2_GPIO_PORT, BOARD_SW2 GPIO_PIN, &sw_config);
100
< 0 | v 101 #ifdef CORE1_IMAGE_COPY_TO_RAM
1025 /* Caleulate size of the image - not required on LPCExpresso. LPCExpresso copies image to RAM during startup
) Quickstar... (= Global V... (= Variables ¢ Breakpoi outine = B |Ehes * autematically */

Fig 29. Debugger stopped at main () function

Choose slave project and start debugging, Cortex-M0O+ core will be detected. Click
OK to continue.
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SWD Configuration

1 available SWD Device detected.
Target 'Cortex-MO0O+' has been selected.

Device | Mame TAP Id Details

1 Cortex-PM0+ 0x2ba0l1477  APID:24770011

@ (

(o ].4 J [ Cancel

Fig 30. Debug slave project and Cortex-M0O+ detected

Both cores are in the debugging state. Since the boot address and initial stack of the
slave Cortex-MO+ core is not initialized by the master, it will enter sleep state.

15 Debug 13
+ [ Ipopressc3A114 mlicore eamples helo world e LinkServer Debug [C/C -+ (HXP Sermiconductors) MCU Application)
o T lpopressoStL14, muticore_exzmples_hello word e [LPCSLIAIS [cortecmd)]

4 f® Theead 211 (Siopped) (Suspendd : Rreafpoint]

J& emnone-eabr-gb [T TN AIBLAN]

+ |l Ipopresso3A114 mulicere eamples helo world ¢ i Debug [C/C=+ (NP rs) MCU Agplication]
+ B lpopressoS4114_ muticors_eamples hello word_crolplus.af [PCSALI4IZS fcorter-miphus]]

L2 TWhopped] (Runmng]

read =

& am-none-gabi-gdb (71200161204

Fig 31. Debug dual core at the same time

When the boot slave core function MCMGR_StartCore () is called in the master
project, it will initialize the slave boot address and initial stack, then reset the slave

(namely, the MO+ core).

All information provided in this document is subject to legal disclaimers.
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&) fslpowerh 4] hello_worki_corel.c 1 |\ Welcome b Welcome  [¢] hello_world_corel.c  [¢ memgre (<] momge_internal_core_api_lpcS4114.c

PRINTF("Copy Secondary core image to address: @k, size: %d\n", COREL BOOT_ADDRESS, corel_imsge_size)

ecuted from FLASH, Secondary from RA

PRINTF("Starting secondary core.\n'}s
NCMGR_ StartCore(WIOGR Corel, COREL BOOT ADDRESS, 1, WHCMGR Stort Synchronous)s

PRINTF("\r\nHelle korld from the Primary Carel\rinln™);

PRINTF(“Press the SKL button to Stop Secondary core.
PRINTF(“Press the SK2 button to Start Secondary c

while (1)
{

if (1GPI0_ReadPinInput (BOARD_SWL_GPI0, BOARD_SK1_GPIO_PORT, BOARD_SK1_GPIO_PIN))

WCHGR_StopCore(WICHGR_Corel);

Fig 32. MCMGR_StartCore () function to initialize and start slave core

This time, the slave core will start executing from the boot address initialized, which
is the Ipcxpresso54114 multicore_examples_hello_world_cmOplus image text. The
slave project suspends at the first statement of main () function.

4§ Debug 33

a . Ipcxpresso34114_multicore_examples_helle_world_cmé LinkServer Debug [C/C++ (NXP Semiconducters) MCU Application]
4 2 Ipoepresso54114_multicore_examples_hello_werld_cmd.axf [LPC54114)256 (cortex-md)]
4 o Thread #11 (Stopped) (Suspended : Step)
= mcmgr_start_core_lpc54114() at memgr_internal_core_api_|pc54114.c:180 Oxd7e
MCMGR_StartCore() at memgr.c:50 Oxa

s arm-none-eabi-gdb (7.12.0.20161204)
4 . Ipcxpresso54114_multicore_examples_helle_world_cmDplus LinkServer Debug [C/C++ (NXP Semiconductors) MCU Application]
4 E Ipcxpresso54114_multicore_examples_hello_world_cmOplus.axf [LPC54114)256 (cortex-m0plus)]
a ff* Thread #11 (Stopped) (Suspended : Breakpoint)
ain(} at hello_world_corel.c:71 0&00108@

B o o oob b (719 A AT 0T

[€] fsl_power.h [ hello_world_corel.c @ Welcome @ Welcome [ (hello_world_corel.d) £2 memgr.c [€) memgr_internal_core_api_lpc54114.c

volatile uint32_t i = @;

for (i = 8; 1 < 1980008; ++i)
1

}

__asm("NOP"); /* delay */

1

* fibrief Main function

o

56 int main(void)

uint32_t startupData, i;

/* Define the jnit structure for the output LED pin*/

gpio_pin_config_t led_config = {
kGPIO DigitalOutput, @,
5]

/* Initialize MCMGR before calling its APT */
MCMGR_Init();

/* Get the startup data */
MCMGR_GetStartupData(kMCMGR_Corel, &startupData);

Make a noticable delay after the reset */

Fig 33. Slave core suspended at main () function

Resume and run the example projects. Detailed description of the project is
available in the readme file; see Fig 34.
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[ Proj... 22 Pe Reg Sym = B8
a® ~
s 25 Ipcxpresso54114_multicore_examples_hello_world_cm
4[5 Ipexpresso54114_multicore_sxamples_hello_world_cm
> ;:;' Binaries
> [t Includes
. 8 CMSIS
o 2 board
s (2 drivers
. [ other
. 3 source
» (@3 startup
(2 utilities
> [= Debug
4 (= doc
s = mecmgr
» = libs
. Ipexpresso54114_multicore_examples_hello_world,
. Ipcxpresso54114_multicere_examples_hello_world,

Fig 34. Readme file

5. Conclusion

This application note introduces the basic concept of asymmetric dual core and its
implementation in LPC541xx serial MCU. User can have a general idea for designing an
application based on this feature. The fundamental process is illustrated using
MCUXpresso IDE and SDK examples.
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6.1 Definitions

Draft — The document is a draft version only. The content is still under
internal review and subject to formal approval, which may result in
modifications or additions. NXP Semiconductors does not give any
representations or warranties as to the accuracy or completeness of
information included herein and shall have no liability for the consequences
of use of such information.

6.2 Disclaimers

Limited warranty and liability — Information in this document is believed to
be accurate and reliable. However, NXP Semiconductors does not give any
representations or warranties, expressed or implied, as to the accuracy or
completeness of such information and shall have no liability for the
consequences of use of such information. NXP Semiconductors takes no
responsibility for the content in this document if provided by an information
source outside of NXP Semiconductors.

In no event shall NXP Semiconductors be liable for any indirect, incidental,
punitive, special or consequential damages (including - without limitation -
lost profits, lost savings, business interruption, costs related to the removal or
replacement of any products or rework charges) whether or not such
damages are based on tort (including negligence), warranty, breach of
contract or any other legal theory.

Notwithstanding any damages that customer might incur for any reason
whatsoever, NXP Semiconductors’ aggregate and cumulative liability
towards customer for the products described herein shall be limited in
accordance with the Terms and conditions of commercial sale of NXP
Semiconductors.

Right to make changes — NXP Semiconductors reserves the right to make
changes to information published in this document, including without
limitation specifications and product descriptions, at any time and without
notice. This document supersedes and replaces all information supplied prior
to the publication hereof.

Suitability for use — NXP Semiconductors products are not designed,
authorized or warranted to be suitable for use in life support, life-critical or
safety-critical systems or equipment, nor in applications where failure or
malfunction of an NXP Semiconductors product can reasonably be expected
to result in personal injury, death or severe property or environmental
damage. NXP Semiconductors and its suppliers accept no liability for
inclusion and/or use of NXP Semiconductors products in such equipment or
applications and therefore such inclusion and/or use is at the customer’s own
risk.

Applications — Applications that are described herein for any of these
products are for illustrative purposes only. NXP Semiconductors makes no
representation or warranty that such applications will be suitable for the
specified use without further testing or modification.

Customers are responsible for the design and operation of their applications
and products using NXP Semiconductors products, and NXP
Semiconductors accepts no liability for any assistance with applications or
customer product design. It is customer’s sole responsibility to determine
whether the NXP Semiconductors product is suitable and fit for the
customer’s applications and products planned, as well as for the planned
application and use of customer’s third party customer(s). Customers should
provide appropriate design and operating safeguards to minimize the risks
associated with their applications and products.

NXP Semiconductors does not accept any liability related to any default,
damage, costs or problem which is based on any weakness or default in the

AN12123

All information provided in this document is subject to legal disclaimers.

customer’s applications or products, or the application or use by customer’s
third party customer(s). Customer is responsible for doing all necessary
testing for the customer’s applications and products using NXP
Semiconductors products in order to avoid a default of the applications and
the products or of the application or use by customer’s third party
customer(s). NXP does not accept any liability in this respect.

Export control — This document as well as the item(s) described herein
may be subject to export control regulations. Export might require a prior
authorization from competent authorities.

Translations — A non-English (translated) version of a document is for
reference only. The English version shall prevail in case of any discrepancy
between the translated and English versions.

Evaluation products — This product is provided on an “as is” and “with all
faults” basis for evaluation purposes only. NXP Semiconductors, its affiliates
and their suppliers expressly disclaim all warranties, whether express,
implied or statutory, including but not limited to the implied warranties of non-
infringement, merchantability and fithess for a particular purpose. The entire
risk as to the quality, or arising out of the use or performance, of this product
remains with customer.

In no event shall NXP Semiconductors, its affiliates or their suppliers be
liable to customer for any special, indirect, consequential, punitive or
incidental damages (including without limitation damages for loss of
business, business interruption, loss of use, loss of data or information, and
the like) arising out the use of or inability to use the product, whether or not
based on tort (including negligence), strict liability, breach of contract, breach
of warranty or any other theory, even if advised of the possibility of such
damages.

Notwithstanding any damages that customer might incur for any reason
whatsoever (including without limitation, all damages referenced above and
all direct or general damages), the entire liability of NXP Semiconductors, its
affiliates and their suppliers and customer’s exclusive remedy for all of the
foregoing shall be limited to actual damages incurred by customer based on
reasonable reliance up to the greater of the amount actually paid by
customer for the product or five dollars (US$5.00). The foregoing limitations,
exclusions and disclaimers shall apply to the maximum extent permitted by
applicable law, even if any remedy fails of its essential purpose.

6.3 Licenses

Purchase of NXP <xxx> components

<License statement text>

6.4 Patents

Notice is herewith given that the subject device uses one or more of the
following patents and that each of these patents may have corresponding
patents in other jurisdictions.

<Patent ID> — owned by <Company name>

6.5 Trademarks

Notice: All referenced brands, product names, service names and
trademarks are property of their respective owners.

<Name> — is a trademark of NXP Semiconductors N.V.

© NXP Semiconductors B.V. 2018. All rights reserved.

Application note

Rev. 1.0 — 7 March 2018

31 of 33



NXP Semiconductors

7. List of figures

AN12123

LPC541xx dual core starting guide

Fig 1.
Fig 2.
Fig 3.
Fig 4.
Fig 5.
Fig 6.
Fig 7.
Fig 8.
Fig 9.

Fig 10.

Fig 11.
Fig 12.
Fig 13.

Fig 14.
Fig 15.
Fig 16.
Fig 17.
Fig 18.
Fig 19.
Fig 20.
Fig 21.
Fig 22.
Fig 23.
Fig 24.
Fig 25.
Fig 26.
Fig 27.
Fig 28.
Fig 29.
Fig 30.

Fig 31.
Fig 32.

Fig 33.
Fig 34.

AN12123

LPC5410x block diagram
LPC5411x block diagram
Instructions set comparison on Cortex-M cores 8

LPC5411x memory allocation ..............ccceeeeennn. 9
MCUXpresso SDK page .......ccccceeevveiviveeeeennnne 10
Register and [0g in page ........cccevvvveirinveennnen. 11
Register and [0g in page ........cccevvvveivinveennnee. 11
New SDK configuration..........cccccceeeereeneeennnen. 12
LPC54114 SDK configuration ............ccccccouu.... 13
LPC54114 SDK configuration and MCUXpresso
IDE .. oottt 14
LPC54114 SDK configuration ............cccccceuu.... 15
SDK software terms and conditions................. 16

MCUXpresso IDE workspace...........c.cccveevneee.
SDKINStall ...veeieieieiiiiee e
After LPC54114 SDK install............cccvveeeeennn.
Import SDK example..........ccccooviiiiiiiineennne
LPCXpresso54114 board...................

Multicore example “hello_world”
Imported multicore projects..........ccccvveerveeen.
Cortex-M4 master project setting
Multicore option to associate slave project .....22

Cortex-MO+ slave project setting..................... 23
Compile the master project ..........cccccoevvvvveeen. 24
Slave project text SiZe ........occovvevviieeeiiiieenne. 24
Master project compiled results ...................... 25
Debug master project..........cccccevvvveeinineeennnen. 26
LPC-Link2 debugger discovered..................... 27
Debugger stopped at main() function.............. 27
Debug slave project and Cortex-MO+ detected

........................................................................ 28
Debug dual core at the same time................... 28
MCMGR_StartCore() function to initialize and

Start Slave COre........ccoeveiiiiiiiiiiie e 29
Slave core suspended at main() function........ 29
Readme file ... 30

All information provided in this document is subject to legal disclaimers.

© NXP Semiconductors B.V. 2018. All rights reserved.

Application note

Rev. 1.0 — 7 March 2018

32 of 33



NXP Semiconductors

8. Contents

AN12123

LPC541xx dual core starting guide

1.

21
2.2

3.1
3.2

4.1
4.2
4.3
4.4

6.1
6.2
6.3
6.4
6.5

INtrOAUCTION ..veeiiiiiie e 3
Features and implementation..............cccccceeene 4
FEAUIES ..ottt 4
Implementation...........cccccveee e 5
Design consideration .........ccccoeceveevrieeeninen e, 8
Application task division ..........ccccccceevriieiiiiennn. 8
Resource allocation..........cccovcveeeiiiieeencieee e, 8
Development ProCesS ......ccvveevcvveeiiiieeeniieee s 10
Configure and download SDK............ccccecueeee. 10
Import SDK Project......ccccvveviceveeiiiieeeiieee e 16
Configure multicore project ..........cccoeceveeviunenn. 21
Debug multicore project ...........ccocveeerivvrennnnen. 23
CoNClUSION ... 30
Legal information .........cccccceeeviiinniieeenniee e 31
DEfiNItioNS ...ocoveviiieiiiiee e
DiSClaiMErS....cc.vviiiiieee e
LICENSES. ..o
Patents........ccccevviiiiiiiiiiiiiiiienes
Trademarks
List Of fiQUIeS. ... 32
CONtENTS ..cciiiiiiiiiieeee 33

Please be aware that important notices concerning this document and the product(s)
described herein, have been included in the section ‘Legal information'.

© NXP Semiconductors B.V. 2018. All rights reserved.
For more information, visit: http://www.nxp.com

Date of release: 7 March 2018
Document identifier: AN12123



	1. Introduction
	2.  Features and implementation
	2.1 Features
	2.2 Implementation

	3.  Design consideration
	A dual core application should be developed with an aim to utilize its features effectively. The application can be developed to provide better performance, high power efficiency, reasonable labor division, or any customized requirement from the user.
	3.1 Application task division
	3.2 Resource allocation

	4. Development process
	4.1 Configure and download SDK
	4.2 Import SDK project
	4.3 Configure multicore project
	4.4 Debug multicore project

	5. Conclusion
	6. Legal information
	6.1 Definitions
	6.2 Disclaimers
	6.3 Licenses
	6.4 Patents
	6.5 Trademarks

	7. List of figures
	8. Contents

